Auditory-visual speech perception examined by fMRI and PET

Koaru Sekiyama a,b,∗, Iwao Kanno c, Shuichi Miura c, Yoichi Sugita a

a Neuroscience Research Institute, National Institute of Advanced Industrial Science and Technology, Tsukuba, Japan
b Division of Cognitive Psychology, Future University-Hakodate, Hakodate 041-8655, Japan
c Department of Radiology and Neuroradiological Medicine, Akita Research Institute of Brain and Blood Vessels, Akita, Japan

Received 17 March 2003; accepted 27 June 2003

Abstract

Cross-modal binding in auditory-visual speech perception was investigated by using the McGurk effect, a phenomenon in which hearing is altered by incongruent visual mouth movements. We used functional magnetic resonance imaging (fMRI) and positron emission tomography (PET). In each experiment, the subjects were asked to identify spoken syllables (‘ba’, ‘da’, ‘ga’) presented auditorily, visually, or audiovisually (incongruent stimuli). For the auditory component of the stimuli, there were two conditions of intelligibility (High versus Low) as determined by the signal-to-noise (SN) ratio. The control task was visual talker identification of still faces. In the Low intelligibility condition in which the auditory component of the speech was harder to hear, the visual influence was much stronger. Brain imaging data showed bilateral activations specific to the unimodal auditory stimuli (in the temporal cortex) and visual stimuli (in the MT/V5). For the bimodal audiovisual stimuli, activation in the left temporal cortex extended more posteriorly toward the visual-specific area in the Low intelligibility condition. The direct comparison between the Low and High audiovisual conditions showed increased activations in the posterior part of the left superior temporal sulcus (STS), indicating its relationship with the stronger visual influence. It was discussed that this region is likely to be involved in cross-modal binding of auditory-visual speech.
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1. Introduction

The visual cues from a speaker’s mouth movements play an important role in speech perception. They facilitate speech perception when auditory speech is degraded (e.g. Sumby and Pollack, 1954; Rosen et al., 1981). Furthermore, the visual cues alter what the perceiver hears when incongruent visual and auditory cues are presented, as demonstrated in the McGurk effect (McGurk and MacDonald, 1976). Recent psychophysical research has shown that in various perceptual domains, the brain tends to bind cross-modal inputs not only when they are congruent, but also when they are incongruent or in an ambiguous relationship. For example, sound localization is displaced by incongruent visual source information (Bertelson et al., 2000), visual motion perception is altered by an additional sound (Sekuler et al., 1997), and visual frequency judgment is distorted by sounds (Shams et al., 2000). The McGurk effect, speech perception altered by discrepant mouth movements (McGurk and MacDonald, 1976), can be also seen as an example of humans’ ubiquitous propensity to bind cross-modal inputs.

In this study, we used the McGurk effect to investigate the cross-modal processing in auditory-visual speech perception. The McGurk effect demonstrates an influence of discrepant visual input on auditory speech perception (McGurk and MacDonald, 1976; MacDonald and McGurk, 1978). When incongruent auditory and visual inputs are presented in synchrony, the perceiver often reports hearing a syllable distinct from the auditory one (e.g. audio /pa/ + video /ta/ results in the perception of “ta”). In this case, the percept is an integrated product of information from the two sensory modalities. This illusion depends much on the complementary nature of the two modalities (Binnie et al., 1974). That is, visual speech is advantageous to conveying the information about the place of articulation (e.g. at the lips or inside of the mouth) while auditory speech is robust for conveying the rest of the information (the manner of articulation and voicing).
According to a magnetoencephalographic (MEG) study by Sams et al. (1991), it seems that the McGurk effect is related to the 'supratemporal' cortex. In each trial, their subjects were presented either auditory-visual congruent "pa" or auditory /pa/ combined with discrepant visual [ka]. Of these congruent or discrepant (McGurk) stimuli, one was presented more frequently (84% of stimuli) and the other infrequently (16%). They found a 'mismatch response' to the infrequent stimulus around the superior temporal and/or inferior frontal cortices. Unfortunately, the implication of the result is not straightforward due to the mismatch paradigm. The fact that they recorded only from the left hemisphere gives limited information. We used functional magnetic resonance imaging (fMRI) and positron emission tomography (PET) to investigate brain activation in the McGurk effect.

Our goal was to compare the brain activation for two audiovisual conditions in which the intelligibility of the auditory component of stimuli differs. Although the tendency to integrate incompatible auditory and visual speech has been well documented in English speaking countries (for review: Summerfield, 1992; Campbell et al., 1998; Massaro, 1998), some Asian peoples such as the Japanese are less subject to the McGurk effect (Sekiyama and Tohkura, 1993; Kuhl et al., 1994). Whereas native speakers of English show a strong McGurk effect for highly intelligible auditory speech, the Japanese do not use visual cues as much as do the native speakers of English unless auditory speech has some ambiguity due to added noise or foreign accent (Sekiyama and Tohkura, 1991; Kuhl et al., 1994; Sekiyama, 1994). We used this tendency of the Japanese to unravel the integration process in speech perception. The same audiovisual stimuli were presented in two different levels of auditory intelligibility. Whereas the substantial McGurk effect was anticipated in the Low auditory intelligibility condition, only a limited McGurk effect was in the High auditory intelligibility condition. The brain activation was compared between the two conditions. We also tried to examine the relationship between unimodal activation for auditory-alone or visual-alone stimuli and bimodal activation for audiovisual stimuli.

We used fMRI in Experiment 1, and PET in Experiment 2. Since we intended to compare bimodal activation between the High and Low auditory intelligibility conditions, the PET experiment was to obtain a larger difference in auditory intelligibility between the two conditions. As is well known, PET scans can be conducted with much less scanner noise than fMRI scans. Therefore, a noiseless audiovisual stimulation can be realized only in the PET High intelligibility condition. We used this tendency of the Japanese to unravel the integration process in speech perception. The same audiovisual stimuli were presented in two different levels of auditory intelligibility. Whereas the substantial McGurk effect was anticipated in the Low auditory intelligibility condition, only a limited McGurk effect was in the High auditory intelligibility condition. The brain activation was compared between the two conditions. We also tried to examine the relationship between unimodal activation for auditory-alone or visual-alone stimuli and bimodal activation for audiovisual stimuli.

We used fMRI in Experiment 1, and PET in Experiment 2. Since we intended to compare bimodal activation between the High and Low auditory intelligibility conditions, the PET experiment was to obtain a larger difference in auditory intelligibility between the two conditions. As is well known, PET scans can be conducted with much less scanner noise than fMRI scans. Therefore, a noiseless audiovisual stimulation can be realized only in the PET High intelligibility condition. We used this tendency of the Japanese to unravel the integration process in speech perception. The same audiovisual stimuli were presented in two different levels of auditory intelligibility. Whereas the substantial McGurk effect was anticipated in the Low auditory intelligibility condition, only a limited McGurk effect was in the High auditory intelligibility condition. The brain activation was compared between the two conditions. We also tried to examine the relationship between unimodal activation for auditory-alone or visual-alone stimuli and bimodal activation for audiovisual stimuli.

The results of the two experiments were basically in good agreement although fMRI and PET target two different measures, that is, regional cerebral blood flow (rCBF) in PET and blood oxygen level dependent (BOLD, which is a by-product of cerebral blood flow) in fMRI.

2. Materials and methods

2.1. Subjects

The fMRI data were from eight native speakers of Japanese. They were healthy right-handed volunteers (aged 22–46 years; seven male and one female) with normal hearing, and normal or corrected to normal vision. The PET data were collected from another comparable group of 10 Japanese subjects (aged 20–46 years; all male). All subjects gave informed written consent for participation.

2.2. Stimuli and tasks

Stimuli were created from "ba", "da", and "ga" uttered by three female talkers (Fig. 1A). The utterances were videotaped (with the talker’s full face), digitized, and edited on a computer (Sony PCV-S720) for audio-only (A), video-only (V), and audiovisual (AV) stimuli. Video digitizing was done at 29.97 frames/s in 640 × 480 dots, and audio digitizing was at 32 kHz in 16 bit. Each stimulus was created as a 2 s movie of a monosyllabic utterance. The duration of acoustic speech signals in each movie was approximately 330 ms in average. The movie files were edited with frame unit accuracy (33.3 ms), but the sound portion was additionally edited with 1 ms accuracy. Each natural utterance was first cut such that the onset of its acoustic energy was at some point in the 19th frame of the movie. Then the position of the acoustic...
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2.3.1. Procedure

The stimuli were presented from the computer. The visual

stimuli were projected onto a rear screen that the subject

viewed through a mirror attached to the head coil. The audi-
tory stimuli were presented on a loud speaker (Bose 121V)
located outside of a shielded room in which the subject was
being tested. The output of the loud speaker was conveyed
through a pipe (10 cm in diameter, 2 m long) from the outside
load speaker to the subject (in the middle of both ankles).
We used the loud speaker rather than a headset because the
sound quality was better with the loud speaker than with the
component of the stimuli (High and Low). Thus, there were six blocks in total (A V, nA, A, nA, V, and C, with the prefix ‘n’ indicating ‘noise-dominant’ due to a lower SN ratio). The intensity level of speech sounds was approximately 75 dB SPL. To vary the SN ratio, we added white noise where intensity was either 60 or 80 dB. Thus, the SN ratios were +15 dB (in the A V and A conditions) and −5 dB (in the nA V and nA conditions). The SN ratio of +15 dB was regarded as ‘noise-free’ because previous performance data in our laboratory showed that the effect of the added noise on auditory-visual interaction is virtually null if the SN ratio is higher than +12 dB. This weaker level of noise was to mask unexpected variation of the room noise. The order of the six blocks was randomized for each subject.

2.4.2 Data acquisition

PET scans were performed using a 3 module-ring PET scanner (Shimadzu Headtome V), operated in its 3D acquisition mode. It provides 47 image planes with an axial field of view of 150 mm (Iida et al., 1998). The effective in-plane resolution was 8 mm full width at half maximum (FWHM) after reconstruction with a Butterworth filter, and the effective axial resolution was 6 mm after combining adjacent images. The transmission scan for attenuation correction was done using a 68Ge-68Ga rod source prior to succeeding emission scans. The PET data were acquired with a bolus injection of H215O (Raichle et al., 1983; Kanno et al., 1987) but without the arterial blood sampling. Corresponding to the six experimental conditions, six PET scans were repeated with a 10 min H215O injection interval. The H215O bolus injection (10 mCi per scan) was commenced, and the data acquisition was started at 15 s and continued for 90 s. We applied the so-called “stop paradigm” (Cherry et al., 1993). The stimulation was started at the same time as the H215O injection and continued for 65 s, followed by the rest condition. The reconstructed images were obtained in 128 × 128 format with each 2 mm × 2 mm pixel.

2.5. Analyses of BOLD and rCBF data

All activation data were processed using the SPM99 software package (Wellcome Department of Cognitive Neurology, Friston et al., 1995). Standard linear image realignment, linear normalization to the stereotactic anatomical space, and spatial smoothing (3D Gaussian kernel, 6 mm FWHM for the fMRI data, and 16 mm FWHM for the PET data) were successively performed for each subject. All subjects were pooled together and group comparisons were performed using a fixed-effect general linear model. The A, V, and AV data were compared with those of the control task. A significant increase was tested for with t statistics and displayed as statistical parametric maps. The threshold for significance was set at voxel-level F(1, 7) < 11 (corrected for multiple comparisons) for the fMRI data. For the PET data, however, this threshold was too strict to see differences between the High and Low intelligibility AV conditions. Because we intended to examine differences in brain activation between the two conditions where behavioral data usually show a sharp difference, we displayed the results at a threshold of $P < 0.005$ (uncorrected) and then took clusters with their peak-thresholds $P < 0.002$ (uncorrected) to be significant.

3. Results

3.1. Behavioral performance

As anticipated, the subjects showed a much stronger McGurk effect for lower SN ratios than they did for higher SN ratios. In Fig. 2, percent of auditorily correct responses, averaged across stimuli, is shown for each condition. The size of the McGurk effect (a visual effect) is roughly given as a decrease of auditory responses due to the additional incongruent visual cues (A minus AV). If the size of the visual effect were constant across the SN ratios, the interaction between ‘SN (High versus Low)’ and ‘modality (AV versus A)’ would have been null. In fact, the interaction was statistically significant ($F(1, 7) = 9.53$, $P < 0.05$ for fMRI; $F(1, 9) = 11.65$, $P < 0.01$ for PET; two factor ANOVAs), indicating that the visual influence was stronger when speech was harder to hear.

3.2. Brain activation

Each condition (A, V, and AV) was contrasted to the C condition (visual talker identification of still faces). The bimodal audiovisual condition showed noticeable differences between the High and Low intelligibility conditions, whereas the unimodal auditory condition showed essentially identical activations for the two intelligibility conditions (Fig. 3 for fMRI; Fig. 4 for PET).

---

Fig. 2: Behavioral performance in each experiment. Percent auditorily correct responses for the audio-only (A, lighter bars) and incompatible audiovisual (AV, darker bars) stimuli is shown for the Low and High SN ratios (+3 dB and +7 dB for the fMRI; −3 dB and +15 dB for the PET) of the auditory component of the stimuli. Error bars show standard errors. SN: signal-to-noise.
Fig. 3. Suprathreshold voxels in the fMRI experiment (P < 0.05, corrected). (a–f) 3D-rendered surface images for the A, nA, V, nV, AV, and nAV conditions contrasted to the C condition. (g, h) Axial projections for the nA, nV, and nAV conditions. (i, j) Axial images for the AV and nAV conditions sectioned at their local maxima in the temporal cortex. (k, l) Results of ‘nAV-AV’ contrast inclusively masked by ‘nAV-C’, indicating significant increase in the nAV condition relative to the AV condition (P < 0.001, uncorrected) among voxels that were significantly activated in the nAV condition relative to the C condition (P < 0.05, uncorrected). The peak coordinates of the cluster in the left temporal cortex was (−56, −49, 9). A: audio-only, V: video-only, AV: audiovisual, nAV: noise-dominant audiovisual, C: control.

In the audio-only conditions (A-C, nA-C), activation common to the fMRI and PET experiments was observed in the temporal cortex bilaterally (Fig. 3a, b and g, Fig. 4a, b and g). The activation was along the superior temporal sulcus (STS), including Brodmann’s area (BA) 22, overlapping the so-called ’Wernicke’s area’. In the PET experiment, the cluster in the temporal cortex contained the primary auditory cortex (Table 2). In the fMRI nA condition, the angular gyrus (BA 39) was additionally activated (Table 1). Broca’s area (BA 44, 45) in the frontal cortex was activated in most audio-only conditions, but not in the PET A condition.

The V and C stimuli differed in the presence or absence of visual speech information given as motion pictures. For the ‘V-C’ contrast, activation common to the visual-only conditions was seen at the MT/V5 area (BA 37/19), Broca’s area (BA 44, 45), and the premotor area (BA 6), mostly bilateral (Figs. 3c, d, h and 4d, h). The cerebellum was often activated (fMRI-nV, PET-V; Tables 1 and 2). Additional cortical activation was seen in the intraparietal sulcus (fMRI-nV, Fig. 3d), middle temporal gyrus (fMRI-nV, Fig. 3d), visual prestriate area (PET-V, Fig. 4d), and superior temporal gyrus (PET-V).

In the audiovisual conditions, the areas activated differed depending on the speech intelligibility. Compare the AV (AV-C) with nAV (nAV-C) activations (Figs. 3e versus f and 4c versus e). In the AV condition, the activated areas were almost the same as those for the audio-only stimuli (A or nA) in both the fMRI and PET experiments (Figs. 3e and 4c).

On the other hand, the activation for the nAV stimuli included a part of the visual-specific area observed in the unimodal V condition (Figs. 3f and 4e). In the nAV condition, the activation in the left temporal cortex extended more posteriorly toward the visual (MT) area (e.g. Figs. 3j versus k and 4j versus k). This is consistent with the behavioral data of the stronger visual influence in the nAV condition than in the AV condition. The large cluster in the left temporal cortex in the nAV condition included the superior temporal gyrus (BA 22, along with the STS) and the lateral occipitotemporal gyrus (BA 37) in both the fMRI and PET experiments. Close to this activation, the left angular gyrus was also activated in the PET experiment along the ascending branch of the STS (BA 22/39, Fig. 4e). It was noticeable that the extended activation from the temporal to more posterior areas was confined to the left hemisphere. This is in striking
contrast to the fact that corresponding unimodal activations, that is, in the temporal cortex (the A condition) or in the MT area (the V condition), were mostly observed bilaterally.

Finally, the difference between the nAV and AV conditions were directly tested. The nAV condition was contrasted to the AV condition (P < 0.001, uncorrected for fMRI, P < 0.005, uncorrected for PET) and masked by the ‘nAV-C’ contrast inclusively so that the comparison is made using only voxels that reached significance (P < 0.05, uncorrected) in the ‘nAV-C’ contrast. In the fMRI experiment, a significant increase was found in the ventral bank of the posterior STS (BA 21/22) in the left hemisphere (see Fig. 3l and m, Table 3). In the PET experiment, a similar increase was seen in a slightly more posterior region along the ascending branch of the left STS (BA 21/22) in the left hemisphere (see Fig. 4f and l, Table 4).

4. Discussion

4.1. Unimodal processing

For the A stimuli, activation common to the fMRI and PET experiments was observed in the superior temporal gyrus (BA 22) bilaterally. Although so-called Wernicke’s area is roughly equivalent to BA 22 in the left hemisphere, recent imaging studies have shown that BA 22 is consistently involved bilaterally in perceiving the acoustic pattern of speech or vocal sounds (Belin et al., 2000; Binder et al., 2000; Scott et al., 2000; Wise et al., 2001). Thus, these bilateral activations in BA 22 are reasonable for auditory speech perception.

Although Broca’s area (BA 44, 45) in the frontal cortex was often activated for the A stimuli, this area was activated for the V stimuli as well, indicating that it is not auditory-specific. Moreover, Broca’s area was not activated in the PET A condition. These results suggest that the observed activation in Broca’s area is related to subvocal rehearsals (Zatorre et al., 1996; Paulesu et al., 1993).

Excluding this Broca’s area, the MT area seemed to be a main visual-specific area in the lip-reading task. As the MT area has been implicated in visual motion processing (e.g. Zeki, 1993), this activation is reasonable for visual speech perception.

4.2. Cross-modal binding

By altering the intelligibility of auditory speech, we produced two perceptually different AV situations. In both the
Table 1
Significant activation for each contrast in the fMRI experiment

<table>
<thead>
<tr>
<th>Anatomical region (BA)</th>
<th>Side</th>
<th>Talairach coordinates (mm)</th>
<th>Volume (10⁶)</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>x</td>
<td>y</td>
<td>z</td>
</tr>
<tr>
<td>A-C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Superior temporal gyrus (22)</td>
<td>L</td>
<td>−55</td>
<td>−20</td>
<td>1</td>
</tr>
<tr>
<td>Inferior frontal gyrus (45)</td>
<td>L</td>
<td>−41</td>
<td>26</td>
<td>13</td>
</tr>
<tr>
<td>Middle frontal gyrus (6)</td>
<td>L</td>
<td>−43</td>
<td>37</td>
<td>41</td>
</tr>
<tr>
<td>Inferior frontal gyrus (45)</td>
<td>R</td>
<td>45</td>
<td>26</td>
<td>17</td>
</tr>
<tr>
<td>Superior temporal sulcus (22/21)</td>
<td>R</td>
<td>47</td>
<td>−24</td>
<td>1</td>
</tr>
<tr>
<td>V-C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inferior frontal gyrus (44/45)</td>
<td>L</td>
<td>−47</td>
<td>18</td>
<td>16</td>
</tr>
<tr>
<td>Middle frontal gyrus (6)</td>
<td>L</td>
<td>−43</td>
<td>2</td>
<td>37</td>
</tr>
<tr>
<td>Lateral occipitotemporal gyrus (37)</td>
<td>L</td>
<td>−47</td>
<td>−63</td>
<td>5</td>
</tr>
<tr>
<td>Inferior frontal gyrus (45/46)</td>
<td>R</td>
<td>41</td>
<td>32</td>
<td>8</td>
</tr>
<tr>
<td>Inferior frontal gyrus (44)</td>
<td>R</td>
<td>38</td>
<td>10</td>
<td>27</td>
</tr>
<tr>
<td>Inferior frontal gyrus (44)</td>
<td>L</td>
<td>−38</td>
<td>8</td>
<td>23</td>
</tr>
<tr>
<td>nA-C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Superior temporal gyrus (22)</td>
<td>L</td>
<td>−50</td>
<td>−34</td>
<td>5</td>
</tr>
<tr>
<td>Inferior frontal gyrus (44/45)</td>
<td>L</td>
<td>−38</td>
<td>22</td>
<td>10</td>
</tr>
<tr>
<td>Middle temporal gyrus (21)</td>
<td>R</td>
<td>50</td>
<td>−22</td>
<td>−6</td>
</tr>
<tr>
<td>Inferior frontal gyrus (45)</td>
<td>R</td>
<td>47</td>
<td>24</td>
<td>13</td>
</tr>
<tr>
<td>Thalamus (19) L</td>
<td></td>
<td>−4</td>
<td>−3</td>
<td>7</td>
</tr>
<tr>
<td>Angular gyrus (39) L</td>
<td></td>
<td>−31</td>
<td>−53</td>
<td>32</td>
</tr>
<tr>
<td>Inferior frontal gyrus (47)</td>
<td>R</td>
<td>24</td>
<td>16</td>
<td>−13</td>
</tr>
<tr>
<td>Anterior cingulate gyrus (24)</td>
<td>L</td>
<td>−3</td>
<td>3</td>
<td>39</td>
</tr>
<tr>
<td>Posterior cingulate gyrus (23)</td>
<td>L</td>
<td>−1</td>
<td>−32</td>
<td>22</td>
</tr>
<tr>
<td>nV-C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inferior frontal gyrus (44/45)</td>
<td>L</td>
<td>−38</td>
<td>24</td>
<td>10</td>
</tr>
<tr>
<td>Lateral occipitotemporal gyrus (7/19)</td>
<td>L</td>
<td>−45</td>
<td>−65</td>
<td>−7</td>
</tr>
<tr>
<td>Intraparietal sulcus (7)</td>
<td>L</td>
<td>−26</td>
<td>−45</td>
<td>36</td>
</tr>
<tr>
<td>Intraparietal sulcus (7) L</td>
<td></td>
<td>−29</td>
<td>−55</td>
<td>40</td>
</tr>
<tr>
<td>Precentral sulcus (19)</td>
<td>R</td>
<td>36</td>
<td>−65</td>
<td>−5</td>
</tr>
<tr>
<td>Thalamus L</td>
<td></td>
<td>6</td>
<td>−20</td>
<td>−4</td>
</tr>
<tr>
<td>Inferior temporal gyrus (47)</td>
<td>R</td>
<td>27</td>
<td>16</td>
<td>−9</td>
</tr>
<tr>
<td>Lateral occipitotemporal gyrus (7)</td>
<td>R</td>
<td>52</td>
<td>−51</td>
<td>−4</td>
</tr>
<tr>
<td>Middle temporal gyrus (21)</td>
<td>L</td>
<td>−45</td>
<td>−41</td>
<td>−7</td>
</tr>
<tr>
<td>Thalamus L</td>
<td></td>
<td>−1</td>
<td>−34</td>
<td>21</td>
</tr>
<tr>
<td>Intraparietal sulcus (7)</td>
<td>L</td>
<td>−33</td>
<td>−61</td>
<td>47</td>
</tr>
<tr>
<td>Anterior cingulate gyrus (24)</td>
<td>L</td>
<td>−3</td>
<td>1</td>
<td>35</td>
</tr>
<tr>
<td>Cerebellum L</td>
<td></td>
<td>−3</td>
<td>−24</td>
<td>−19</td>
</tr>
<tr>
<td>nA-V-C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inferior frontal gyrus (47/45)</td>
<td>L</td>
<td>−48</td>
<td>14</td>
<td>−4</td>
</tr>
<tr>
<td>Inferior frontal gyrus (47)</td>
<td>R</td>
<td>24</td>
<td>20</td>
<td>−8</td>
</tr>
<tr>
<td>Inferior frontal gyrus (47)</td>
<td>L</td>
<td>−26</td>
<td>22</td>
<td>−4</td>
</tr>
<tr>
<td>Middle temporal gyrus (23)</td>
<td>L</td>
<td>−50</td>
<td>−35</td>
<td>2</td>
</tr>
<tr>
<td>Inferior frontal gyrus (47)</td>
<td>L</td>
<td>−38</td>
<td>35</td>
<td>−9</td>
</tr>
<tr>
<td>Anterior cingulate gyrus (24)</td>
<td>L</td>
<td>−4</td>
<td>4</td>
<td>47</td>
</tr>
</tbody>
</table>

Note: x, y, z coordinates refer to Talairach coordinates of maxima (converted from MNI coordinates of SPM) for activated clusters (thresholded at voxel-level *P < 0.05, corrected). Clusters of more than 10 voxels are shown here. BA: Brodmann’s area.
Table 2
Significant activation for each contrast in the PET experiment

<table>
<thead>
<tr>
<th>Anatomical region (BA)</th>
<th>Side</th>
<th>Talairach coordinates (mm)</th>
<th>Volume</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>x</td>
<td>y</td>
<td>z</td>
</tr>
<tr>
<td>A-C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Superior temporal gyrus (22)</td>
<td>R</td>
<td>59</td>
<td>−16</td>
<td>4</td>
</tr>
<tr>
<td>Superior temporal gyrus (42/22)</td>
<td>L</td>
<td>−59</td>
<td>−30</td>
<td>8</td>
</tr>
<tr>
<td>Thalamus</td>
<td>L</td>
<td>−3</td>
<td>−6</td>
<td>12</td>
</tr>
<tr>
<td>Anterior cingulate gyrus (24)</td>
<td>R</td>
<td>4</td>
<td>−8</td>
<td>27</td>
</tr>
<tr>
<td>Prestriate area (19)</td>
<td>L</td>
<td>−1</td>
<td>−84</td>
<td>36</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>R</td>
<td>17</td>
<td>−32</td>
<td>−31</td>
</tr>
<tr>
<td>Middle frontal gyrus (69)</td>
<td>L</td>
<td>−52</td>
<td>−3</td>
<td>40</td>
</tr>
<tr>
<td>Superior parietal lobule (7)</td>
<td>R</td>
<td>15</td>
<td>−43</td>
<td>60</td>
</tr>
<tr>
<td>nA-C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Superior temporal gyrus (42/22)</td>
<td>L</td>
<td>−57</td>
<td>−30</td>
<td>8</td>
</tr>
<tr>
<td>Inferior frontal gyrus (44)</td>
<td>L</td>
<td>−54</td>
<td>6</td>
<td>18</td>
</tr>
<tr>
<td>Superior temporal gyrus (22)</td>
<td>R</td>
<td>63</td>
<td>−8</td>
<td>4</td>
</tr>
<tr>
<td>Thalamus</td>
<td>L</td>
<td>−3</td>
<td>−4</td>
<td>11</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>R</td>
<td>6</td>
<td>−59</td>
<td>−12</td>
</tr>
<tr>
<td>Temporal pole (38)</td>
<td>L</td>
<td>−47</td>
<td>16</td>
<td>−12</td>
</tr>
<tr>
<td>V-C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inferior frontal gyrus (44)</td>
<td>L</td>
<td>−90</td>
<td>6</td>
<td>19</td>
</tr>
<tr>
<td>Lateral occipitotemporal gyrus (17/19)</td>
<td>R</td>
<td>43</td>
<td>−57</td>
<td>−4</td>
</tr>
<tr>
<td>Lateral occipitotemporal gyrus (17/19)</td>
<td>L</td>
<td>−40</td>
<td>−55</td>
<td>−6</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>R</td>
<td>4</td>
<td>−65</td>
<td>−17</td>
</tr>
<tr>
<td>Middle frontal gyrus (69)</td>
<td>L</td>
<td>−50</td>
<td>−1</td>
<td>40</td>
</tr>
<tr>
<td>Prestriate area (18)</td>
<td>L</td>
<td>−29</td>
<td>−88</td>
<td>−18</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>L</td>
<td>−10</td>
<td>−20</td>
<td>−38</td>
</tr>
<tr>
<td>Superior temporal gyrus (22)</td>
<td>L</td>
<td>−47</td>
<td>−40</td>
<td>12</td>
</tr>
<tr>
<td>Thalamus</td>
<td>L</td>
<td>−3</td>
<td>−6</td>
<td>9</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>R</td>
<td>54</td>
<td>−4</td>
<td>−42</td>
</tr>
<tr>
<td>nV-C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inferior frontal gyrus (44)</td>
<td>L</td>
<td>−48</td>
<td>8</td>
<td>21</td>
</tr>
<tr>
<td>Superior temporal gyrus (22)</td>
<td>R</td>
<td>56</td>
<td>−12</td>
<td>0</td>
</tr>
<tr>
<td>Prestriate area (18)</td>
<td>R</td>
<td>24</td>
<td>−94</td>
<td>−17</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>L</td>
<td>−26</td>
<td>−80</td>
<td>−30</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>R</td>
<td>6</td>
<td>−57</td>
<td>−13</td>
</tr>
<tr>
<td>Middle frontal gyrus (46)</td>
<td>R</td>
<td>45</td>
<td>43</td>
<td>14</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>R</td>
<td>34</td>
<td>−57</td>
<td>−13</td>
</tr>
<tr>
<td>nAV-C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Superior temporal gyrus (22)</td>
<td>R</td>
<td>54</td>
<td>−10</td>
<td>−2</td>
</tr>
<tr>
<td>Superior temporal gyrus (22)</td>
<td>L</td>
<td>−54</td>
<td>−16</td>
<td>4</td>
</tr>
<tr>
<td>Thalamus</td>
<td>L</td>
<td>−4</td>
<td>−6</td>
<td>12</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>L</td>
<td>−15</td>
<td>41</td>
<td>−30</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>R</td>
<td>10</td>
<td>−55</td>
<td>−32</td>
</tr>
<tr>
<td>Temporal pole (38)</td>
<td>R</td>
<td>31</td>
<td>−22</td>
<td>−31</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>R</td>
<td>6</td>
<td>−57</td>
<td>−10</td>
</tr>
<tr>
<td>Middle frontal gyrus (46)</td>
<td>R</td>
<td>47</td>
<td>43</td>
<td>7</td>
</tr>
<tr>
<td>Prestriate area (19)</td>
<td>R</td>
<td>3</td>
<td>−84</td>
<td>36</td>
</tr>
<tr>
<td>Angular gyrus (39)</td>
<td>L</td>
<td>−52</td>
<td>−61</td>
<td>22</td>
</tr>
<tr>
<td>Superior frontal gyrus (6)</td>
<td>R</td>
<td>20</td>
<td>20</td>
<td>57</td>
</tr>
<tr>
<td>Superior frontal gyrus (45/44)</td>
<td>L</td>
<td>−34</td>
<td>24</td>
<td>8</td>
</tr>
</tbody>
</table>

Note: x, y, z coordinates refer to Talairach coordinates of maxima (converted from MNI coordinates of SPM) for activated clusters (thresholded at voxel-level P < 0.005, uncorrected). Clusters of P < 0.002 are shown here. BA: Brodmann’s area.

In the fMRI and PET experiments, we could observe differences in brain activation between the High and Low intelligibility conditions although a less strict threshold was needed for the PET data. When speech was easier to hear, the activated areas were mainly in the temporal cortex, being almost the same as those for the A stimuli. When speech was harder to hear, the activation in the left temporal cortex extended more posteriorly toward the visual-specific activation (the MT area). Comparing the nAV condition with the AV condition directly, the increased activations were localized in the posterior STS of the left hemisphere for both the fMRI and PET experiments.
Significant increase in nA V-A V contrast in the fMRI experiment

<table>
<thead>
<tr>
<th>Anatomical region (BA)</th>
<th>Side</th>
<th>Talairach coordinates (mm)</th>
<th>Volume</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superior temporal sulcus (21/22)</td>
<td>L</td>
<td>−56 −49 9 25</td>
<td>3.7</td>
<td></td>
</tr>
</tbody>
</table>

Note: The threshold was voxel-level $P < 0.001$ (uncorrected), masked by nA V-C contrast ($P < 0.05$, uncorrected) inclusively. Clusters of more than 10 voxels are shown here.

Significant increase in nA V-A V contrast in the PET experiment

<table>
<thead>
<tr>
<th>Anatomical region (BA)</th>
<th>Side</th>
<th>Talairach coordinates (mm)</th>
<th>Volume</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superior temporal sulcus (22/6)</td>
<td>R</td>
<td>57 −1 3 180</td>
<td>3.68</td>
<td></td>
</tr>
<tr>
<td>Thalamus</td>
<td>R</td>
<td>22 −30 5 61</td>
<td>3.36</td>
<td></td>
</tr>
<tr>
<td>Cerebellum</td>
<td>R</td>
<td>12 −49 −32 90</td>
<td>3.3</td>
<td></td>
</tr>
<tr>
<td>Superior temporal sulcus (22/39)</td>
<td>L</td>
<td>−43 −55 17 29</td>
<td>2.9</td>
<td></td>
</tr>
</tbody>
</table>

Note: Significant increase was thresholded at $P < 0.005$ (uncorrected), masked by nA V-C contrast ($P < 0.05$, uncorrected) inclusively. Clusters of $P < 0.002$ are shown here.
4.3. Some discrepancies in lip-reading related areas

In the present study, the visual-specific activation for lip-reading was found mainly in the MT area (bilaterally in the PET experiment and in the left hemisphere in the fMRI experiment) that is well documented for its function of visual motion processing (Zeki, 1993). A case study is reported in which a patient with bilateral lesions in area V5/MT was unable to lip-read multisyllabic utterances (Campbell et al., 1997). Thus, the MT may play an essential role in lip-reading.

In the literature, however, brain areas activated for lip-reading in normal hearing are somewhat variable. Calvert and colleagues reported an fMRI study indicating activation in the primary auditory cortex (BA 41) as well as the superior temporal gyrus (BA 22) and visual areas around the MT (Calvert et al., 1997). Later, the activation in the primary auditory cortex was not replicated (Campbell et al., 2001; Bernstein et al., 2002; but also see Calvert and Campbell, 2003), nor was it in this study. The MT area is often activated (Calvert et al., 1997; Campbell et al., 2001) as in the present study. Activation in the superior temporal gyrus (BA 22, often with BA 21) is frequently observed (Calvert et al., 1997; Campbell et al., 2001; Bernstein et al., 2002), and it was also observed in the fMRI-nV condition and the PET experiment in this study. Broca’s area is sometimes activated (Campbell et al., 2001) as in our study. The causes of these inconsistencies are not clear due to many experimental differences such as speech stimuli (meaningless monosyllables versus words), the nature of the control condition, and subjects’ language background.

4.4. Generality across languages

In the present study, brain activation for the AV stimuli of High intelligibility (+15 dB or +7 dB in SN ratio) was almost identical to that for the audio-only stimuli, lacking the evidence for auditory-visual integration. Although it is in accordance with the relatively weak McGurk effect observed, a question arises. Is this result specific to Japanese speaking subjects? It has been reported that native speakers of Japanese rely on the auditory input more than native speakers of English, showing only a weak McGurk effect unless the auditory speech has some ambiguity (Sekiyama and Tohka, 1991; Kuhl et al., 1994; Sekiyama, 1994, but also see Massaro et al., 1993). Concerning the data from the High intelligibility condition, generality of the present results across languages remains for further research.

In conclusion, by using Japanese speakers who are less subject to the McGurk effect for intelligible auditory speech, we found a brain region seemingly related to the McGurk effect for less intelligible auditory speech. The region was located in the posterior STS in the left hemisphere. Although our experimental design does not rule out a possibility that this activation reflects stronger visual attention to cope with the Low intelligibility, its location was reasonably close to the area recently reported for cross-modal binding of auditory-visual speech, suggesting that the posterior STS in the left hemisphere plays a role in the McGurk effect.
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